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DIRAC CE 
WNs 

1.Check slots in a site. 

2.Submit pilot jobs to CE. 

Submit Belle II Jobs. 

Many steps →  Need to detect problems in each step 

Sometimes, CE reports incorrect # of running pilot 
jobs due to the problem of CREAM etc.  

In such cases, DIRAC  misunderstands site is full and 

stops to send jobs. This problem can be 

characterized by long-keeping-silent pilot jobs 

(long time since last communication with DIRAC). 

Pilot silent time distribution (in minutes). 

Red line shows the possible maximum 

silent time for normal pilot jobs. In this case, 

CREAM-CE recognizes finished job as running. 

Submission of pilot jobs to CE often fails  because of CE down 
 or problem on VOMS proxy etc. Pilot jobs are sent by  

“SiteDirector”  agent  but  activity  is  not  stored  in  DB.    DIRAC  agent 
 to monitor the activity of SiteDirector is developed and visualized. 

One site 

Each CE 

SiteDirector 

CheckAgent 

submit 

Analyze log 

Site 

https://ekptrac.physik.uni-karlsruhe.de/trac/HappyFace/ 

Submission to batch server often fails because of  

problem on the batch system. If it is failed,  

status  of  pilot  job  becomes  “Aborted”.   

At the beginning of the pilot job, DIRAC client is installed to 

communicate with DIRAC server. Then, sanity checks of the 

computing node are performed. If a problem is found, the 

pilot job stops immediately. 

Ex. CVMFS not properly mounted, disk full,  
      failed to download DIRAC client etc.. 

Pilot life time distribution (in minutes). 

Redline is possible minimum life time  

for normal pilot jobs. In this case, one of  

WNs does not have enough disk space. 

Payload jobs may fail with many reasons. For  
example, failed to contact meta data server 
(AMGA), failed to handle input/output files, 
and problem on program itself. 

“Job  efficiency”  for  each  site. 
Simultaneous failure for all the site  

means problem on central server. 

In this case, AMGA was down. 

• Belle II experiment is a next-generation B-factory at KEK in 

Japan, which will start for physics run  without vertex detector 

in 2017, where 50 ab-1 data sample will be collected for 10 

years, which corresponds to about 5x1010 BB-pair events.  

• We roughly need to handle 1MHS06 cpu resources ,100PB 

storage for one set of raw data and 100 PB one for MC/analysis 

data, finally. 

• In order to utilize these huge resources, we adopt distributed 

computing technique. 

SVD: 4 DSSD lyrs J 2 DEPFET lyrs + 4 DSSD lyrs 
CDC: small cell, long lever arm 
ACC+TOF J TOP+A-RICH 
ECL: waveform sampling, pure CsI for end-caps 
KLM: RPC J Scintillator +SiPM (end-caps) 

KEKB superKEKB 

• Belle II has adopted DIRAC as the distributing computing 

software framework, which can handle grid, cloud and local 

cluster resources. (http://diracgrid.org/) 

• CVMFS is used to provide Belle II software and libraries. 

• At the present, around 40 sites participates (LCG, OSG, HPC, 

cloud and traditional cluster) and more than 25K concurrent 

jobs are handled at peak. 

Introduction Belle II computing Monitoring 
・For the effective use of huge resources, a monitor system 

   for detecting problems quickly and identifying the source  

  is necessary. 

 

・In this poster, we introduce passive monitors, where  

  data existing in DIRAC DB are retrieved  and  then 

  processed and visualized to detect problems. 

 

 ・In some cases, necessary information are not stored in 

   DIRAC DB. In such cases, DIRAC agents which collect  

   information are developed. 

 

 

 

 

 

 

 

・For active way, please visit poster by K. Hayasaka  

  (sessionB, poster 314, booth 18). 

DIRAC DB Monitor server 

process/ 

visualize 

・Developed at Karlsruhe Institute of Technology 

・Modular structure. 

・In the Belle II HappyFace instance, not only 

   for workload management issue but also 

   downtime etc are shown. 

Now, we can detect problems in each step! 
Automate the process (work in progress) 

・Next step is to identify reason (as much as possible) and inform/disable each site. 

・These process should be automated.   

・Combine with DIRAC Resource Status System 

Notice short  

pilot job exists. 

Download and 

analyze log files. 

Identify the reason and 

 problematic WN name. 

Check if the same problem 

happens for a long time in  

the same WN. 

Inform site 

via GGUS 

Disable the site 

Check problem 

is fixed. 

Enable the site 

HappyFace as a platform 1.Check slots in a site. 

3.Submit pilot jobs to batch system 4.Perform sanity checks 

2.Submit pilot jobs to CE 

5.Execute Belle II Jobs 

Example for  
sanity check failure 

Workload management flow in the DIRAC 

Possible to detect problems 

for sites with multiple CEs. 

Example of error message: 
[BLAH error: submission command failed (exit code = 1) (stdout:)  

(stderr:qsub: Queue is not enabled MSG=queue is disabled.] 

 

4. Perform sanity checks 

5. Execute Belle II Job 

                    ・ 

                  ・ 

Pilot Job 

We aim to resolve the problem quickly and maximize the availability of Belle II computing system! 

3.Submit pilot jobs to     

   batch system. 
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overview of current TOP DAQ	

p  readout : “Interim” FE 
p Region Of Interest (ROI) 

+ Feature Extraction (FE) 
p  read timing and pulse height 
p  record also short waveform 

for as many events as possible 
p  limitation / current performance 

p single hit per channel 
(can be recovered by offline 
waveform analysis) 

p  trigger rate : ≾ 500 Hz (w/ a single TOP module) 

p min. trigger interval >1.5 ms 
p huge data size : ~100 kB/events (GCR, all the TOP modules) 
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operation status of Aug GCR	

p updates/issues after GCR in July 
p complete fix of “b2llost” problem 
àbut still using temporal-fix version 

p data corruption / FEE instability 
àadditional FEE modules 
to be masked 
p 3 +α modules are unavailable 

(64 FEE modules in total) 

p basically TOP is working stably 
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s05b	

viewed from the 
backward direction	

s07c	

s10b,d	

s16d	

s13b	

4 FEE modules for each 
of 16 TOP modules	

24th Aug, 2017 
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status of “b2llost” problem	

p  start to happen when we started study for 
global cosmic ray data taking 

p  turned out to be caused by frequent 
register access 

p  temporally fixed at the end of July 
p can be used with special HSLB firmware 

p completely-fixed version was prepared and 
tested during the O-bon holidays 
p Jcan be used with normal HSLB firmware 
p Jconfirmed that no b2llost are seen 
p Lpossible problem of data corruption  
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data corruption	

p simultaneous errors 
in many FEE modules 
p first (and only once) seen when we 

started to take cosmic ray data in Aug 
p data looked normal (timing dist….), 

but huge # of unpacker errors  
(warnings) 

p might be attributed to the new 
firmware (not sure at all) 
More investigation is required.	
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status of badly behaving FEEs (i)	

p  s05b : data corruption 
p no data is available once it happens 
p can recover only by power cycling 
p seen also in July, but happened only when 

switching local <-> global modes 
p  in Aug, happen without doing anything 

p  it is fine just after configuration 
p corruption  after several hours 

p we decided to mask this FEE 
after data corruption happens 

p  recently, s10d also start to show 
the same symptom 
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p  s07 
p s07c : everything looks fine before data 

taking, but can not be included (run 
immediately crashes) 

p  recently, other FEEs start to give issues 
(ttlost, b2ldown…) 

p now the whole s07 (all the 4 FEEs) is masked 
p  s10b, s13b, s16d 

p can be configured, but always fails in 
pedestal data taking 
p s10b is sometimes stable 

p DAQ crashes when they are included as s07c	
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status of badly behaving FEEs (ii)	

24th Aug, 2017 
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status of local run	

p feedback from July run data analysis 
p large FEE module-by-module 

timing difference was seen 
(~O(10 ns)) 

p The timing difference changes 
every time FEEs are power 
cycled 

p special laser data with trigger 
timing synchronized with the revolution 
clock might be useful 
àtake these data every time FEE is power 
cycled	
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hit timing difference 
among FEEs	

by A. Gaz	
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slow control	

p no big change since July 
GCR 

p HV 
p still using tui (text user interface) 
p tried to implement Suarabh’s GUI, but did 

not manage to have stable operation yet 
(no enough time before GCR) 

p no big trouble, but sometimes tripped 
PMTs are seen 

p LV 
p temporal monitor script is running  

9 / 10 

24th Aug, 2017 



Belle II trigger/DAQ workshop 

Belle

summary of operation status	

p TOP is stably running in GCR, but there 
are some issues. 
p b2llost problem is now fully understood 

in firmware side 
p more tests are needed for stable operation 

p several FEE modules are unavailable in 
data taking and masked 
p behaviors are different module-by-module 
p trying to understand reasons to fix them 

p slow control GUI is soon available 
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