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Web site for the upgrade
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X Confluence Spaces~ People Create =

’ LAl U'»JUI auvil il UciiG 1 g A

» DAQ PocketDAQ Pages /... | DAQ WebHome &' @ # Edit s Save for later
e Upgrade of the Belle || Readout Subsystem
DAQ TimingDistribution Satoru Yamada posted on 13. Apr. 2017 04:36h - last edited by Satoru Yamada on 24. Aug. 2017 05:01h

Readout PCs . . .
Institutes / people who are interested in the upgrade.

» Slow control
» |. Koronov (TUM)

KEK Belle 1l DAQ group

Tao Luo (Fudan University)

A. Bozek and W. Ostrowicz ( INP, Krakow)

L. Wood (PNNL)

M. Andrew, L. Macchiarulo, and G. Varmer (U. Hawaii)
Belle Il LAL group

Upgrade of the Belle Il Rear

» Detector BellellSchedule

» Detector BellellWeeklyReport

» Detector Material

» Detector Radiation

> ECL WebHome Past meetings

IR WebHome « B2GM in Jun. 2017

» KLM WebHome » Plan for readout upgrade : KEK (S.Yamada/M.Nakao)
« Belle Il regular DAQ meeting in Apr. 2017

> LABM WebHome « Timeline for Uparade (R. Itoh)
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1. Motivation of the upgrade



Role of readout system in the Belle || DAO system

>
>

>
>
>

Read data via Belle2link( from FEE ) and send them over Ethernet ( to Readout PCs)
Event-building of data from 4 FEEs, which correspond to 4 FINESSE slots on a
COPPER

Data formatting ( Adding header and trailer )

Fast control ( e.g. send BUSY signal to FTSW when COPPER FIFO is almost full )

Slow control ( Configure FEE though Belle2link )

— . —.» Trigger, clock, busy signals - Data befare event-building
- Data after event-building

Storage

Storage

Storage




Issues to be considered for the Belle || DAQO system

Difficulty in maintenance during the entire Belle-Il experiment

eriod h _ . . :
p_F e number of discontinued parts is increasing.
> e.g. chipset ona PrPMC card, FIFO and LAN controller on COPPER Il
> For older COPPER II, it is basically difficult to replace parts according to
manufacturer.
> Four different types of boards( COPPER, TTRX, PrPMC, HSLB ) should be

taken care of.

Limitation in the improvement of performance of DAQ

> A. Bottlenecks of the current COPPER readout system
> CPU usage
> About 60% COPPER-CPU is used at “30kHz L1 trigger rate with 1kB
event size/COPPER”(=Belle Il DAQ target value )
> Data transfer speed
> 1GbE/COPPER
> B. Bottleneck due to network output of ROPC
> We need to upgrade the readout system when
* luminosity of SuperKEKB exceeds expectations.
{ * Lower threshold of L1 trigger is used or trigger-less DAQ is realized.
> Depending on throughput, network and HLT farms also need to be
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Boundary condition

Readout system

Event
builderl

Readout GbE- and

PC 10GbE High
level

trigger

bZlink COPPER

Basic framework of belle2link
(Rocket-10 based serial link)
should be the same. Otherwise
FEE's FW/HW update might be

needed.

Upgrade like GbE -> 10GbE
will be possible, if we upgrade
switches.
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Throughput

From DAQ Twiki @ 2014 (SVD : 3samples/hit) : (maybe obsolete)

ancy |link [ink |ovh

ata ata ata ata
ow ow ow ow
[MB/s /boar board /boar board /boar board /boar board /boar board
] ds ds ds ds ds
S S S S S
SVD 1.7 48 8.9 428 35.7 12 85.6 5 142.7 3 214.0 2 214.0 2
CDC 10 302 0.6 175 2.3 76 5.6 31 10.9 16 15.9 11 21.9 8
TOP 2.5 64 1.5 96 6.0 16 13.7 7 24.0 4 32.0 3 48.0 2
ARICH 1.5 90 1.1 84 3.7 23 9.3 9 16.8 5 28.0 3 28.0 3
ECL 33 52 7.7 360 27.7 13 60.0 6 120.0 3 180.0 2 180.0 2
BKLM 1 24 9.7 60 10.0 6 20.0 3 30.0 2 60.0 1 60.0 1
EKLM 2 36 15.9 42 4.7 9 105 4 21.0 2 21.0 2 42.0 1
sum 155 65 35 24 19

> Data flow per b2link is not so large.

-> if the inputs per board is increased from current 4HSLB/COPPER, we can largely
reduce # of RO boards.

-> |n that case, some of outputs will become larger than the GbE limit. We need to use
10GbE or reduce # of inputs per RO board for some sub-detectors.

> # of inputs ch affect of the s¢lectioh/ofFRGAN at NTU 8



Possible setup I FPGA

E CPU

HLT  (a) COPPER-like

(b) PCle

HLT (Higuchi-board
LHCb upgrade
lgor-san@15Nov.B2GM )

(c) 2 step
(lgor-san@15Nov.B2GM )

FEE » HLT  (d) 1 step

(LHCb update prototype,
Nakao-san’s proposal to Kakenhi)
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Some of Key factors lies in FPGA firmware development

e # of inputs
« ~10 B2links(GPT) on one board

Even-building and formatting

Output protocol
e Ethernet: 1GbE or 10GbE

10GbE output by FPGA((u)ATCA) or PC (PCle option)

« FPGA : which IP core will be used ? How to deal with the
network congestion

Long term support for maintenance

« Board/Firmware development team needs to closely watch the
system for years after it starts working in the Belle Il.

B2link part
B2link part Data Output

processing interface

B2link part

2N17 TR /NAN cacainen ~4+ NTI| 10
ZU LT T\ DY oCSoSTUTr ac v o




To push things forward, experience of firmware work for
more concrete discussion is needed

Available hardware for test/firmware development was discussed at
the last B2GM

 Evaluation board ( no budget at KEK this fiscal year ?)
« DHPCle

e Prof. Kuhn would ask Igor-san to provide one board to KEK.
e Higuchi-board

* | borrowed one board used at DEPFET project from Konno-san

« Konno-san is working for providing resource (DEPFET
firmware/driver) to DAQ group.

-> Those boards are not available at KEK now.

2017 TRG/DAQ session at NTU




Current Data processing by COPPER and readout PC to be covered by new RO boarc
COPPER | ROPC

Busy signal :
To FTSW oy

Data from FEE
Data from FEE

Data from FEE Data from FEE

Data from FEE Data from FEE

Data from FEE
Data from FEE

. - Reduce Partial
Receive data d;(;r?rt;lrr%ell Add | c(jata—8|ze Event
from FEE HSL Bs header remove building
trailer redundant
) _ info.)
Cirr;?g\?vlcate - Data check
W

- Not so complicated operation, which could be done by firmware.
- But some data-check and error handling needs to be done by software
- Keep readout PCs or HLT may be able to do those detailed check

2017 TRG/DAQ session at NTU 12



Start to play with a HSLB board for firmware development

HSLB virtex5

> Modify the current HSLB

= 8 firmware
olink o % » Copy data from one FEE to 8
2 M FIFOs, build an event from the 8
g 2 fragments and send it to
> — COPPER CPU.
= @) > Memory in FPGA is used for the
—3 FIFOs.

» Header reduction/attachment
and data-check function are not

Event # = 0x200b implemented yet.
00000000 70008 00000000 00000000 00000000 00000000 00000000 00000000 fffffata 00000dF 0000048
00000010 00000000 00000000 00000000 faa200b 49a32737 0000200b 599e1522 00001d00 49233340 2ooooozaTr FFO1

00000450 00000000 00000000 00000000 00000000 00000000 00000000 00000000 49232737 200bc2fb 1550000

00000460 ffaa200b 49232737 0000200b 599e1522 00001d00 49233340 2000002a 4cc30000 0000200b 2200002a FIFO?2 Hexdum p of

data read out
} FIFO3 by COPPER

00001350 00000000 49232737 200bc2fb ff550000 ffaa200b 49232737 0000200b 599e1522 00001d00 49233340 } FIFO4 CP U

60000900 00000000 00000000 00000000 00000000 49232737 200bc2fb 1550000 ffaa200b 49232737 0000200b

00001800 ff550000 ffaa200b 49232737 0000200b 599e1522 00001d00 49a33340 2000002a 4cc30000 0000200b } FIFO5 (rate : 10 HZ)
00002240 00000000 00000000 00000000 00000000 00000000 49232737 200bc2fb ff550000 ffaa200b 49232737 } FIFO6
00002690 00000000 00000000 49232737 200bc2fb ff550000 ffaa200b 49232737 0000200b 599e1522 00001d00 } FIFO7

00003140 200bc2fb 550000 ffaa200b 49232737 0000200b 599e1522 00001d00 49233340 2000002a 4cc30000 } FIFOS
66003580 00000000 00000000 00000000 00000000 00000000 00000000 49232737 200bc2fb 1550000 fffffbfh
00003590 7fff0Of00 7fff0009 00000000 00000000 00000000 00000000 00000000 00000000 00000000 00000000

Event # = 0x200c
00000000 7Ff0008 00000001 00000000 00000000 00000000 VbA00OTE CEF0EE FitaTaiobobksr 00000dfs 13
00000010 00000000 00000000 00000000 ffaa200¢ 55c44187 0000200 599e1522 00001d00 55c44d80 2000002a



ltoh-san’s previous talk about discussion items :

Example of task sharing (discussion item)

1. Detector interface : Belle2link (and FTSW?)
* Need to implement HSLB firmware in new readout card
* Revisit to sender firmware might also be necessary
* Update in FTSW related firmware together?
* High-density implementation (>20 optical inputs/board)

2. Porting of COPPER data processing software in FPGA firm
* Data formatting
* Event building
* Data reduction

3. Output implementation
* Possibly PCI-e interface to be connected to readout PC
* Option : direct 10GbE output with some ethernet core.
* Readout PC software is a part of coverage.

4. Hardware development for board mass-production
* Evalulation of latest FPGA
* High-density implementation of optical fiber receiver
* PCl-e interface



My personal opinion/feeling about Itoh-san’s slide :

High densi
belle2link by
IHEP/Fudan

Example of task sharing (discussion item)
1. Detector interface : Belle2link (and FTSW?

Igor-san

already has \FTSW Porting our € together?
Sl = tyimg  BelleliDAQ optical inputs/board
building from y program to P P )
memory firmware

* Event building
* Data reduction

Fach group wi
make/bring a
proto-type board

3. Output implementation
* Possibly PCI-e interface to be connecty

* Option : direct 10GbE output with s
* Readout PC software is a part o comparg cost
an

performance ?
4. Hardware development for board mass-proc

* Evalulation of latest FPGA
* High-density implementation of optical fiber receiver
* PCl-e interface



summary

- Even though we have not started the Belle Il experiment, it
is useful to start thinking possible option of future upgrade
of Belle Il readout system, because

- It will become difficult to repair of broken COPPER
boards

- We need to handle the unexpected increase of event-
rate or event size.

- Hardware spec. is still open.

- ‘Input = belle2link” and ‘output = Ethernet or PC server’
will be the boundary condition.

Firmware in the new RO board should do the data-

processing currently done by COPPER and readout PC.

Start playing with available hardware for the firmware

development.




Backup

2017 TRG/DAQ session at NTU
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Example of a board sketch (2015. 8.6 MOF meeting

New readout system = High-density FGPA-based system u

> Data processing speed

> Fast FPGA-based data processing
> Data transfer speed

» 10GbE ( directory connected to a HLT unit) or 1GbE ( keep

readout PCs )

> Compact and high-density system

> high density connector and higher throughput
» Easier maintenance

> Currently 5 COPPERS 5 TTRXs, 5PrPMCs, 20HSLBs

d ase of 20ch/AMC)

Schematic view of a new readout G MCH

Patch CPU card

S

- Advanced Mezzanine Card (AMC)S

o ~ oo =
3 S S 2 5 c
M s o = Memory socket P
m & 2 —
m - = O
> = >

FPGA
Readout PC/H RJ45 PHY
FTSW i rJ45 | —

2017 TRG/DAQ session at NTU
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Comparison of setups

RO boards | # of Output to Data-handling
PCs HLT

COPPER-like 20-50 1 20-50 1GbE 2 Software ©
PCle 20-50 20-50 1GbE Software
2 step 20-50 0 10GbE ¥ firmware g
1 step 20-50 0 1GbE firmware

We still have time to decide what to choose.

- Information of event size in actual data-taking will be obtained
in the phase Il run.

- Estimating processing and 1/0 ability(implementing many
b2link cores and data processing function ) by using a test
board will be very useful in R & D phase.

- Hopefully, better/cheaper ‘commercial off-the-shelf’ products
will come.

- FPGA
- Servers, NIC, switch, PCle
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ALICE RUNZ2 readout board

3x QSFP:
12 fast serial links

connected to FPGA
transceivers (GTX)
Up to 6.6 Gbps per
channel

Bi-Color LED
in 10-Bracket

 eonmmg|
L 'l

RJ45 Slot:

4 LVDS pairs,

up to 800 Mbps.
Not for Ethernet.

C-RORC Hardware Overview

Configuration Flash
2x 128Mbit Xilinx
PlatformFlash XL

FMC LPC
VITA57.1 FMC
LPC Connector

PCle Gen2, 8 Lanes

8x 5.0 Gbps, connected to

Microcontroller for Xilinx PCle Hard Block

Configuration monitoring
and connection to Host via
PCle SMBus Lines.

GTX RefClk
Configurable GTX
Reference Clock

SMA Connectors
for additional GTX
and System Clocks

JTAG-Connection
for FPGA Programming

System Clock Cables

/I SDCard Socket

Power Connection
via 6-Pin PCle GPU
Power Connector

2x DDR3 SO-DIMM

Two independent SO-DIMMs
Up to 1066 Mbps with Xilinx
MIG DDR3 Softcore

2017 TRG/DAQ session at NTU
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Former candidate for LHCb Run3

MiniDAQ1 hardware
PARTICULES DE MARSH
AMCA0 mezzanine + AMCTP carrier

= AMC40
= Stratix5 FPGA
= 3 MiniPOD AFBR-811VxyZ (Tx)
= 3 MiniPOD AFBR-821VxyZ (Rx)
* Up to 24 GBT/WB/GWT
= Up to 12 10GBASE-R Ethernet

= AMCTP
= Local 40/80 MHz oscillator
= External clock input

= COM Express Module

® PCl Express x1 to FPGA

= GbE to LAN

22/05/2017 TIPP 2017 - PAOLO DURANTE - MINIDAQ1
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Current candidate for LHCb Run3
MiniDAQ2 hardware (PCle40)

PARTICULES DE MARSE

= PCl| express add-in card
* Full-length, full-height

®" Arrial0 FPGA ‘ Arria 10

FPGA

= 72X resources as Stratix5
= 24 links: 85% on S5 to 46% on A10

PCled40
common readout board|

= High-density optical IO
= Up to 48 bidirectional links [l rciel30connector

= PCle Gen3.0 interface to Event Builder
= Custom 100 Gb/s DMA engine

= Design has been validated
* Full board self-test

* |nitial production started

= Collaboration institutes have started to
receive first devices

22/05/2017 TIPP 2017 - PAOLO DURANTE - MINIDAQ1



PXD DHH/ COMPASS

« Probably, details in lgor-san’s talk

UT3/4

Universal Trigger module 3 (UT3)

® FPGA : Virtex-6 HXT

® FF1923 package : 3 FPGA choices
e VHX380T ... 14 modules

® VHXS565T ... 14 modules
® GDL: 4 (2 spares)
® CDC : 18 (2 spares)
® KLM: 2 (1 spares)
® For test bench : 4

e IO

® Main board

® (Clock:1in,1 out

® NIM: 2in,2out

® 24 GTH (11 Gbps x 24)
LVDS : 64(32x2) in/out
® GTX daughter board (optional)

® 40 GTX (6.25 Gbps x 40)
®  General 10 board (optional)

® (lock: 2 out

® NIM: 8in,8out

® RJ-45 for Belle2Link : 4
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Other motivation for faster readout system 7

From b2note : “L1 Trigger Menu for Low Multiplicity Physics”
https://d2comp.kek.jp/search?In=en&cc=Belle+Il+Notes+%3A+Physics&sc=1&p=&f=&action_search=Search

TABLE VIII: Efficiencies and Cross section after triggers

PhySiCS related Wlth |OW mu|t|p|IC|ty event Processes | T1L:2trk | T2:1trklmu|T3:1mu | T4:1trkle | Tl:bhe |T2:3g T3:3t Combine
* Bhabhasy et+e- -> )/ )/7 et+e- -> IU +1U _ BYBo - 96.5 50.0 82.9 44.8 93.4 99.4
luminosity, calibration, QED physics topics BB~ |- 96.5 5LT |8l 162|926 [995
* single photon ecbar - 96.8 659  [804 521 |48 080
- dark matter search: e+e- -> VA'(‘>)( )() : A'=dark uds - 96.5 680 |89 500|811 97.2
ph0t0n7 )( :dark matter T —generic [51.0 G0.0 57.2 G2.6 28.1 55.6 20.1
% [ it P . _ _ (%)
.Imt|al State Radiation(ISR) : e4+e- -> ym+nm vl |sto |ssa ois  lois vl
- important for muon g-2 measurement ) , _
. ) ey |sD0 |55 560  |9LT 523|857
tau 1 vs 1 final states :
Ty |761 48.1 462|877 579|822
- each 1 has one charged track el ' ’
- T->uy ete ww(y) 67.9 51.9 67.4 80.0 43.4 42.5
* p|0 traﬂSItIOﬂ form factor JT?T{’;-'][U.].] 66,7 49.4 66.3 T9.1 43.0 38.06
- two photon -> pi0 production B— 0 [11.1 83.4 354|963 02.4 170|817
* Y di-pion transition m 989  [94.5 w7 |- - ] i .
-Y(2,3S)-> m+m- Y(1S) and Y(1S) -> v vbaror cece 2.2 0.1 0.1 1.1 0.8 0.9 0.1 3.4
| 2. . | . . 5] . o
X X a(nb) |eepp 2.6 0.8 0.7 0.1 0.1 0.5 0.1 3.3
X — fa) fa)
rr Uity ee(7) 7.2 7.3 105|111 131 |29 0.6 32.2

- If there are some trigger modes with low efficiency, lowering threshold with
reinforced RO system may contribute the improvement of the efficiency.

- But, it is not straightforward for the Belle |l experiment, where trigger efficiency is

already high.

24
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A. Bottlenecks of the current COPPER readout system: 1HsLBs/COPPER (VD)

CDC_FEE_COPPER_CPUusge

__ 10
S
~ 8
=
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o 6
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=
S 4
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=1
an
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)

0
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=

=

=

0

BLUE: 2HSLBs/COPPER (ECL)
GREEN: 4HSLBs/COPPER (CDC,TOP,ARICH,KLM)

== CDC_FEE_COPPER_sentrate ==

?

s ]

=]
=

=33
=

[MB/s]
o
[—]

L]
=

Thoughput / COPPER

0

400

0 400 800 1200 1600 2000 2400 2800
Size of Event per HSLB [Bytes]

800 1200 1600 2000 2400 2800
Size of Event per HSLB [Bytes]

https://confluence.desy.de/display/Bl/DAQ+EventSizeOfEachSubDetector

PXD
SVD
cDC
BRID
EPID
ECL
BELM
EKLM
TRG

#ch

8
223744
14336
8182
B5664
8736
19008
16800

oce  #ink flink #CPR evsz
[%] [MBi=] [kB]

2 40 455 —  am
17(55 48 8.9(338) 48 148
10 302 0.8 78 6

25 g4 15 16 a3z

15 =872 1.1  -#3-1g 24

33 52 77 26 12

1 24 97 (5 ]

2 18 3[mE —5—4 14

19

10

total ICPR

MEol (e > COPPER CPU usage will be
s mﬁ the bottleneck.
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B. Bottlenecks of the readout PC

—&— SVD
| —=—CDC .
——TOP H .
120 - | o ARICH i > Throughput is saturated due to
—»—ECL a i
o 100 | | o ekin : the I|m_|t of output GbE
z —a— bKLM : bandwidth.
2 _ 80+
33
%‘E 60 | .:
-
=] ]
= 40 | :
-
20 | u
D | 1 ; 1

0 10 20 30 40 50 60
Input Trigger Rate [kHz]

* Bottlenecks

- COPPER -> CPU
- ROPC -> network output
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If the update of FEE sides is allowed ---

Event
builderl
and

High
level
trigger

Better Debugging/Maintenance ? :

> Firmware-debugging seems to take more than x10 long time than
software-debugging for non-experts like me -
But

> A lot of firmware update in FEE sides .
> Probably, don’'t have eno %JN% f/é)er on EEnEapﬁ@L_ DIfflCU |2J§
> Busy signal to FTSW like Lé Ié%ﬁ 7



